An Uncrewed Aerial Vehicle Attack Scenario and Trustworthy Repair Architecture
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Abstract—With the growing ubiquity of uncrewed aerial vehicles (UAVs), mitigating emergent threats in such systems has become increasingly important. In this short paper, we discuss an indicative class of UAVs and a potential attack scenario in which a benign UAV completing a mission can be compromised by a malicious attacker with an antenna and a commodity computer with open-source ground station software. We attest to the relevance of such a scenario for both enterprise and defense applications. We describe a system architecture for resiliency and trustworthiness in the face of these attacks. Our system is based on the quantitative assessment of trust from domain-specific telemetry data and the application of program repair techniques to UAV flight plans. We conclude with a discussion of restoring trust in post-repair UAV mission integrity.

I. INTRODUCTION

The dramatic rise in the number of autonomous, uncrewed vehicles in use today has led to increased public discussion and scrutiny [36], and the promise of autopilot software operating aerial, terrestrial, and nautical vehicles has the potential to drastically reduce the risk of accidents. Cost-effective and safe surveillance, transport, and military applications are thought to become primary reasons to employ autonomous vehicles [22]. This has sparked research concerning the safety of deploying uncrewed vehicles in situations with possible human and material costs [22]. The DARPA High-Assurance Cyber Military Systems program [18], which produced formally-hardened embedded systems, elevates the bar by making such vehicles more difficult to hack [26]. Nevertheless, we believe that resiliency is still critical, especially when systems are inevitably used outside of their anticipated operating environment. For example, Google’s self-driving car, touted for its safety [17], recently had its first reported crash [9]; deploying such a vehicle in a trustworthy manner remains a challenge. We must develop notions of dependability and trustworthiness for the safety and resiliency of autonomous vehicles before their successful large-scale deployment in industrial and military applications.

For this paper and in the context of UAVs, dependability is a measure of how consistently the platform successfully completes its assigned mission (a list of tasks given to a UAV to fulfill) [8]. Such a system is trustworthy if the human operators believe it to be dependable, demonstrated through the UAV’s reliability in continuing to follow the correct mission plan loaded at takeoff and maintaining the integrity of the mission specifications throughout a safe completion. Environmental, human, software, and hardware factors can all adversely affect the vehicle’s ability to perform a given mission. A resilient system is capable of safely recovering from or avoiding these hindrances to complete the original mission or a variation thereof, restoring integrity to the system [14].

In this paper, we identify and motivate a realistic scenario (possible today) in which 1) an autonomous vehicle is compromised by an attacker through a software vulnerability; 2) the attack is detected as it is occurring; 3) a repair is deployed that compensates for the attack, allowing the vehicle to complete its mission; and 4) artifacts associated with the system and the repair are used to re-establish trust in the post-repair system.

Our specimen scenario involves a UAV that is programmed to complete a mission involving visiting a sequence of waypoints and photographing a valuable landmark. Such a mission contains components of indicative importance to industrial [15] and defense [5] applications. We assume trust in the system before the attack occurs. A malicious agent launches an attack that prevents mission completion by altering the flight plan such that the vehicle never reaches certain waypoints, resulting in a loss of trust in the system. This attack scenario is possible now using commodity hardware and software [6]. Our system detects the attack as it occurs and automatically synthesizes a new, repaired mission plan that mitigates the threat. After deployment, the vehicle can complete its mission successfully despite the attack. Through analyses of pre- and post-repair information we can re-establish trust in the vehicle’s ability to complete the mission.

We consider two commodity autonomous aerial vehicles and focus on an attack scenario in which an attacker has an antenna capable of transmitting malicious data that compromises the flight software. We discuss how we measure our notion of trust and how the attack in our scenario reflects a loss of trust. Finally, we describe an architecture in which we can automatically detect such an attack, synthesize a repaired mission mid-flight, deploy and complete the repaired mission, and reevaluate and reestablish trust in the UAV.

II. BACKGROUND

First, we briefly consider related work associated with autonomous vehicle dependability, trust, and resilient systems.
a) Autonomous Vehicle Dependability: In recent years, several high-profile accidents involving autonomous vehicles have been brought to light [13], [33]–[35]. These incidents motivate increased system dependability. Researchers have improved hardware resiliency [18], [24], [26], but mission and software resiliency remain open problems.

b) Trusting Resilient Systems: Recent research efforts in resilient systems have demonstrated an ability to automatically repair deployed software to fight through failures and attacks include both search-based [16], [19], [28], and formal approaches [23], [25]. Search-based and evolutionary techniques have proven to be highly resilient but less trusted while formal approaches have proven to be highly trusted but less resilient. For example, the recent Angelix approach to program repair, based on formal methods and constraint solving, produces repairs for 28 out of 82 defects considered [23, Tab. 2], while the search-based GenProg algorithm produces repairs for 48 of those 82 [19, Tab. IV]. Not all candidate repairs are equally trusted by all clients (e.g., [12], [16], [21]). The DARPA CRASH program had similar resiliency goals but was not targeted to embedded or legacy systems. We consider a system architecture in which either search-based or formal approaches (e.g., [29], [30]) may be used to produce repairs, and additional post-hoc analyses are used to re-establish trust.

III. Specimen Systems and Attack Scenario

The commodity UAVs (quadcopters) we consider run open-source autopilot software [2] atop Unix-like operating systems with real-time kernels. These vehicles are controlled remotely via the Micro Autonomous Vehicle Link (MAVLink) protocol [3]. MAVLink is a packet-based communication protocol used for data exchange between ground station software (e.g., APMPPlanner [1] or QGroundControl [4]) and the UAV, including motion commands and telemetry information. Physical and link-layer communication is achieved via radio telemetry devices. Communication is unencrypted and relies on a System ID number to distinguish multiple vehicles. Attackers can capture the System ID of an in-flight UAV and spoof MAVLink packets to control that vehicle. Such an attack has already been publicly demonstrated by hobbyists using only $25 worth of hardware [6]. This high-level UAV architecture is indicative of popular commodity offerings such as the 3DR IRIS+ [7], Erle-Copter [11], and various Raspberry Pi kit copters [10].

We assume an uncrewed vehicle on a surveillance patrol mission; the mission objectives include aiming an onboard camera at each of a series of fixed waypoints during patrol. While presented here abstractly, both the UAV properties and the mission described here are also indicative of deployments that are of commercial [15] or defense [5] interest.

Figure 1a illustrates the specimen attack scenario considered in this paper. An attacker with ground station software and a directed antenna sends malicious MAVLink packets repeatedly. The attacker’s signal radiates in a cone pattern (shown in Figure 1a as the Cone of influence). Upon vehicle entry into the cone of influence, the attacker can send packets that divert the path or heading of the vehicle (e.g., spoofed SET_POSITION_TARGET_GLOBAL_INT packets), preventing capturing of a focused picture of the waypoint. We assume that the attacker is motivated by subtlety and will not seek to simply crash the vehicle or otherwise overtly draw attention. Such an attacker seeks to slightly influence the vehicle, concealing the exact source location of the attack.

A possible solution is an alternate version of MAVLink supporting encryption and authentication; however, in the present and foreseeable future, this is not viable. First, it requires additional processing and battery power, both on the UAV (where there is significant pressure for smaller vehicles) and in manual controllers (where there is significant cost pressure). We predict that commodity devices will continue to be sold and deployed without it. Second, encryption does not always defeat all classes of capture-replay attacks [27]. Third, even if packets are encrypted, UAVs are still potentially vulnerable to other security attack vectors, such as buffer overruns in packet headers or return-oriented programming (ROP) attacks.

IV. Trustworthy Repair Architecture

In this section, we present a high-level architecture for the dependable and trustworthy completion of the surveillance mission in the face of the stealthy cone of influence attack. We consider dependability (i.e., consistent completion of missions) and trustworthiness (i.e., operator trust in the post-attack, post-repair behavior of the system) separately. First, we detect the attack using collected telemetry values and a suitable software framework. Second, we programmatically develop a satisfactory repair that allows successful completion of the mission despite the attack. Finally, we deploy the repair. Our overall architecture is shown in Figure 1b.

A. Quantitative Trust and Attack Detection

We propose an empirical approach that combines UAV and mission profiling along with runtime tools to quantitatively and continuously measure progress against a defined mission. We apply flight simulation, light-weight statistics and data clustering to externally profile telemetry data at the ground station. Telemetry data provides a rich set of inter-related observations about sensed values, actuator set-points, and composite application states. We hand-selected basic telemetry messages related to position, heading, speed, and consumed
resources (e.g., time taken and battery usage). Through simulation and telemetry profiling, we are able to extract mission constraints describing how a vehicle should move between waypoints and what type of telemetry it should produce. An example of such a constraint is shown in Figure 2, where X- and Y-magnetometer samples, from -180 to 180 degrees, are clustered for a square surveillance mission. The raw readings for the two samples are naturally partitioned into four clusters that define bearing through four legs of a square mission.

We postulate that it is possible to detect some attack effects by examining inter-related and/or redundant telemetry data. Consider an attack causing the UAV to fly off course and falsify GPS data, including latitude, longitude, and course-of-ground estimates. In this case, while a direct runtime assessment would most likely confirm that the spoofed GPS data fits within the mission execution profile, by examining an inter-related set of observations, there is an increased likelihood of detecting the spoofed GPS data. This would be achieved by cross-checking the raw magnetometer readings against the clusters found in Figure 2.

B. Repair Synthesis

We next synthesize an altered flight plan to complete the desired mission while avoiding the cone of influence. We propose to use an off-the-shelf automated program repair technique, such as GenProg [19], to do so. GenProg is an evolutionary approach that is inherently resilient due to its ability to evolve a solution but provides limited trust guarantees since it uses a stochastic approach to fight through attacks. GenProg searches through the space of possible repairs, returning one that maximizes an objective function. Adapting program repair to this scenario requires two key design decisions: the representation of a flight plan and the construction of a function that assesses candidate flight plan quality with respect to the mission.

We consider two flight plan representations. First, the plan may be represented as a sequence of raw, serialized MAVLink packets that would be sent to the UAV upon initialization. GenProg has demonstrated success on repairs to similar substrates, such as Executable and Linking Format (ELF) binaries (which can also be viewed as a container format holding uninterpreted data) and has been shown to work quite well in embedded systems [31]. Second, the plan may be represented as a C program with calls to MAVLink library functions. A programmatic representation not only allows for dynamic flight plans (i.e., those that change on-the-fly based on observations or variables) but also fits directly with an expressive set of tree-structured edits used by GenProg to explore control- and data-flow alterations [20]. Other representations, such as those based on formal geometry, are possible but remain future work.

Given a representation, automated program repair approaches produce several candidate flight plans for evaluation. Existing simulation software accepts both representations (raw packets and programmatic control) and produces traces of telemetry data. We propose an objective function that analyzes this trace. For example, the objective function could return the number of waypoints successfully surveilled, with penalties for remaining near the cone of influence. Program repair also supports multiple objectives [32], allowing for additional considerations (e.g., flight duration, power usage, etc.).

C. Repair Deployment

Repair deployment depends on the flight plan representation used during synthesis. For a serialized list of MAVLink packets, we instruct the UAV to hover in place in a safe region. We then send the new flight plan (list of MAVLink packets) to the vehicle, and switch back into autonomous mode, allowing the UAV to continue the mission at the nearest waypoint. For a mission represented as a C program, deployment consists of running the newly-synthesized program.

V. TOWARD TRUSTWORTHY UAV RESILIENCE

As part of the repair synthesis process, we have a quantitative notion of the repair’s quality based on simulated telemetry information. After repair deployment, we assess repair quality based on measured telemetry information. If the measured information differs significantly (e.g., because of changing environmental conditions or an unsimulated repair consequence), another repair can be constructed. Otherwise, the measured information can be compared to the historical training data to assess trust in post-repair systems. The pre-
and post-repair system are expected to differ in certain respects (e.g., avoidance of the cone of influence), but those are known statically during repair synthesis and can be communicated to the trust assessment system. Evidence of trust in the post-repair system can thus be mechanically provided with respect to statistics that should not have changed (e.g., maximum flight speed), trust in other elements assessed manually (e.g., positions during flight), and the knowledge of the overall mission success (e.g., number of waypoints surveilled). While this quantitative notion of trust only addresses some measured aspects of behavior, the current state of the art does not involve any explicit information about the post-repair system.

Despite several federally-funded efforts, it is still difficult to determine whether a system is trustworthy. Evaluating the trustworthiness of a system throughout mission execution—including after resiliency actions—is similarly challenging. While our proposed architecture is only a preliminary step toward answering such questions, it does provide a point of comparison and serve as a baseline for such a system.

VI. CONCLUSIONS AND FUTURE WORK

The growing interest in UAVs, combined with documented system vulnerabilities, necessitates new solutions in system resiliency. In this short paper we describe a simple mission (waypoint surveillance) and attest to its industrial and defense relevance. We consider an attack scenario, the stealthy cone of influence, in which an attacker can divert the flight plan of an airborne vehicle, causing the mission to fail; we attest to its relevance as well. We then describe a framework for resiliently addressing this attack and then re-establishing trust in the resulting system. The two key components of our architecture are quantitative assessment of trust based on models of domain-specific telemetry information and the application of automated repair techniques to flight plans. Ultimately, we argue for a quantified measure of trust to provide the human operator with confidence that the mission is trustworthy and will succeed following patch deployment. More general patch synthesis and trust metrics remain open problems.

We hope this indicative mission and attack scenario will motivate and crystallize subsequent research, and that our proposed architecture can serve as a baseline for future comparison. Now is the right time to take on these research challenges. Adaptive response is widely accepted as a necessity to operate through attacks, but system owners and operators may be reluctant to use this new technology because it lacks the advances required to earn their trust. Past and ongoing research in trust, dependability, and resilience present an opportunity to develop a foundation for trusted, resilient UAVs.
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